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Surveillance of Industrial Robots
A robot without surveillance of its workspace is unaware of 
unexpected changes of its environment and can not react properly. 
The robot workspace must be surveilled using multiple camera 
images to detect unknown objects in it. 
The robot velocity (blue line) is controlled using the minimum 
distance (red line) between the robot (orange polyhedron) and any 
detected unknown object (blue polyhedron) in the workspace.

Minimum Distance Approximation Quality
For multiple colour images (a, c) or depth images (b, d), the 
minimum distance can be determined as the multi-camera image-
based distance (a, b) or the fusion-based distance (c, d) between 
the robot and all detected unknown objects.
While the distances determined by depth images are always more 
accurate than by colour images, the fusion-based distance is 
always more accurate than the multi-camera image-based distance, 
too.

Distributed Processing
The surveillance algorithm cycle consists of three major 
computational steps, which are divided into sub-steps. Most sub-
steps can be processed on both, consecutively on the master or 
parallel on the camera slaves. The distributed processing level 
controls the number of sub-steps processed on master and slaves 
and the data transferred.
The most significant impact on the complete cycle time for a set
number of cameras is given by the choice of the distance 
determination method, since for the multi-camera image-based 
distance determination only the processing time of the camera 
slaves is important.
For an increasing number of cameras, the overall cycle time 
remains almost constant for the multi-camera image-based distance 
determination.
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